
TUAN ANH BUI
tuananh.bui@monash.edu

Website ⋄ Scholar ⋄ Github ⋄ Linkedin

INTRODUCTION

· A Researcher: Good track record of publishing A/A* papers on cutting-edge and competitive topics, i.e.,
Trustworthy ML and Generative AI. Co-organizer of Monash GenAI Reading Group (reading list)

· An Engineer: Hands-on experience in various ML/AI projects in diverse domains and applications, i.e.,
Healthcare (sample), Defence (demo), and Fintech.

· An Educator: Extensive teaching experience in ML/AI, i.e., (Head) Teaching Associate @Monash, Lecturer
@VietAI, ML/AI Blogger at tuananhbui89.github.io.

· A Hard-Working person trying to be more Productive: Often taking responsibility for multiple (above) roles
simultaneously (my humble principles).

EDUCATION

Faculty of Information Technology, Monash Universtiy 2019 - 2023
PhD in Computer Science Australia

· Thesis title: ”Enhancing Adversarial Robustness: Representation, Ensemble, and Distribution Approaches”

· Research interests: Trustworthy Machine Learning, Generative models, Representation Learning.

Hanoi University of Science and Technology 2007 - 2012
B.Sc. in Electronics and Telecommunications (Honour) Vietnam

· Thesis title: ”Research on optimal trade-off between power saving and QoS”.

· Thesis grade: 4/4 (10/10) (Best Thesis Award).

· GPA: 8.44/10 (top 5%, Merit for Excellent Graduate Student).

WORKING EXPERIENCE

Monash University 2023 -
Research Fellow Australia

· Research Trustworthy Generative Models, i.e., how to erase undesirable concepts from Text-to-Image Gen-
erative Models. Joint with Defense Science and Technology Group (DST Group).

· Research Adversarial Attack and Defense methods to make ML models more robust and reliable. Joint with
Data61 and DST.

RapidAI - A Healthcare Startup in US 2021 - 2021
Machine Learning Consultant Remote

· Developing machine learning model to detect Gaze-Deviation for stroke detection (sample).

TrustingSocial - A Fintech Startup 2019 - 2019
Research Engineer on Computer Vision Vietnam

· Developing face matching and face recognition algorithm for credit scoring system.

Temasek Lab, Singapore University of Technology and Design (SUTD) 2017 - 2019
Research Engineer on Computer Vision Singapore

· Developing Neural Compression algorithms to reduce memory and computational cost of Deep Neural
Networks developed on mobile hardware such as FPGAs (uncompleted patent).

https://tuananhbui89.github.io/
https://scholar.google.com/citations?user=jEjMZ7oAAAAJ&hl=en
https://github.com/tuananhbui89
https://www.linkedin.com/in/tuananhbui89/
https://docs.google.com/spreadsheets/d/1qqmNQlES1L9gT2qkLvC_5z48Bv8rkrsKf5Y5ahBvBkY/edit?usp=sharing
https://www.dropbox.com/scl/fi/w6pejcu2uo2kch91gz69o/R-eye.png-final.png?rlkey=f1x9maisq0bapjsweom08ybdw&dl=0
https://www.dropbox.com/scl/fi/o85zj7guzu9f71fufae0g/Video3.mp4?rlkey=cx3v1fwiwbsc2i8zemvo6jme7&dl=0
https://tuananhbui89.github.io/
https://tuananhbui89.github.io/blog/2023/f4t/
https://bridges.monash.edu/articles/thesis/Enhancing_Adversarial_Robustness_Representation_Ensemble_and_Distribution_Approaches/24319213
https://www.monash.edu/it
https://www.rapidai.com/
https://www.dropbox.com/scl/fi/w6pejcu2uo2kch91gz69o/R-eye.png-final.png?rlkey=f1x9maisq0bapjsweom08ybdw&dl=0
https://trustingsocial.com/
https://temasek-labs.sutd.edu.sg/
https://www.dropbox.com/scl/fi/0m1jsrfnzmrucfzh747dh/Non_Linear_Approximation.pdf?rlkey=4qbzwepkbvlc1pv623f8qmdw3&dl=0


· Improving Generative Adversarial Networks (GANs), esp. in the mode collapse problem.

· Developing ML modules to detect and track Undefined Flying Objects (i.e., Drones) in the Sky Surveillance
- Flying Object Detection (SSFOD) project (sample 1)(sample 2)(demo)(demo 2).

· Developing image retrieval modules handling large large-scale real-world dataset (appr. 200k images) in the
Urban-area Scene Based Localization (USBL) project (system design)(paper)(project).

Viettel R&D Institute, Viettel Group 2012 - 2016
Digital Signal Processing Engineer Vietnam

· Developing waveforms for VHF and HF tactical radio on Software Defined Radio Platform

· Developing baseband processing algorithms (simulation on Matlab and implement on C55x, TI Fixed-Point
processor)

TEACHING EXPERIENCE

Deep Learning - (Head) Teaching Associate 2020 -
Monash University Australia

· Topics: Basic and Advanced Deep Learning, i.e., Optimization, CNNs, RNNs, Tranformers, Generative
models.

· Tutoring 500+ students since 2020 including both Master (FIT5215) and Bachelor (FIT3181) students.

Intelligent image and video analysis - Head Teaching Associate 2023 -
Monash University Australia

· Topics: Classic Computer Vision (i.e., Edge/Keypoint detection, Morphology, SIFT) and Recent CV Ap-
plications (i.e., Object Detection/Segmentaion).

· Tutoring 30+ Master students since 2023 (FIT5221).

Advanced Computer Vision - Lecturer 2023 -
VietAI - An Education Nonprofit Organization in Vietnam Remote

· Topics: Deep Generative Models (sample lecture) and Multimodal Learning (sample lecture).

· Tutoring 20+ online students since 2023.

SELECTED PUBLICATIONS - GOOGLE SCHOLAR

A. Bui, L. Vuong, K. Doan, T. Le, P. Montague, T. Abraham, D. Phung, “Erasing Undesirable Concepts
in Diffusion Models with Adversarial Preservation”. Under submission. [paper, slide, code-release soon]

A. Bui*, K. Doan*, T. Le, P. Montague, T. Abraham, D. Phung, “Removing Undesirable Concepts from
Text-to-Image Generative Models with Learnable Prompts”. Under submission. [paper, code-release soon]

A. Bui*, Vy Vo*, T. Pham, H. Zhao, D. Phung, T. Le, “Diverse-Aware Agnostic Ensemble of Sharpness
Minimizers”. Under submission. [paper, code-release soon]

V. Nguyen, T. Le, A. Bui, T. Do, D. Phung, “Optimal Transport Model Distributional Robustness”. Ac-
cepted to NeurIPS 2023. paper

A. Bui, T. Le, H. Zhao, Q. Tran, P. Montague, D. Phung, “Generating Adversarial Examples with Task
Oriented Multi-Objective Optimization”. Accepted to TMLR 2023. [paper, code]

A. Bui, T. Le, Q. Tran, H. Zhao, D. Phung, “A Unified Wasserstein Distributional Robustness Framework
for Adversarial Training”. Accepted to ICLR 2022. [paper, code]

A. Bui, T. Le, H. Zhao, P. Montague, S. Camtepe, D. Phung, “Understanding and Achieving Efficient
Robustness with Adversarial Supervised Contrastive Learning”. Preprint. [paper, code]

https://www.dropbox.com/scl/fi/i7r6uxr128gy2emu8tkmy/Analysis-Drone-System.pdf?rlkey=06pknrgsoxtwnchl02yqswr5y&dl=0
https://www.dropbox.com/scl/fi/58nfrz30h3mdd7w9q1gpm/Drone-Detect-System_Report.pdf?rlkey=ye986ycizgj61noak7i6njdbt&dl=0
https://www.dropbox.com/scl/fi/o85zj7guzu9f71fufae0g/Video3.mp4?rlkey=cx3v1fwiwbsc2i8zemvo6jme7&dl=0
https://www.dropbox.com/scl/fi/5qzq6416zbhwjiwut3ozc/Video2.mp4?rlkey=8c9kvccnuaipxdi4t4nfrqiza&dl=0
https://www.dropbox.com/scl/fi/scx0f5qezl3hz0tt4bx7x/Fig7_Overall.jpg?rlkey=d4pq1jptjl62jbgu1u4n7eruk&dl=0
https://arxiv.org/pdf/1802.03510.pdf
https://temasek-labs.sutd.edu.sg/research/tl-projects-completed/telamon-urban-area-scene-based-localization-usbl/
http://viettelrd.com.vn/en
https://www.monash.edu/it
https://www.monash.edu/it
https://www.monash.edu/it
https://www.monash.edu/it
https://course.vietai.org/courses/advanced-computer-vision
https://vietai.org/
https://docs.google.com/presentation/d/1WT0OeAuTrRpCWq0agIbfaSh5VCuscUND85i3WT-ggZs/edit?usp=sharing
https://docs.google.com/presentation/d/1OQ6Kuy4MAqxsT-LNzVNKCPaToGHxhki-seOUvGy7u4E/edit?usp=share_linkg
HTTPS://SCHOLAR.GOOGLE.COM/CITATIONS?USER=JEJMZ7OAAAAJ&HL=EN
https://www.dropbox.com/scl/fi/qdfkfbe9lm6t3duef4clm/2024-AP.pdf?rlkey=6z3qzr8ch131vf49mrg7bz3u0&st=5cxpmjkc&dl=0
https://tuananhbui89.github.io/assets/pdf/presentations/2024-AP-slides.pdf
https://arxiv.org/abs/2403.12326
https://arxiv.org/abs/2403.13204
https://arxiv.org/abs/2306.04178
https://openreview.net/forum?id=2f81Q622ww)
https://github.com/tuananhbui89/TAMOO
https://openreview.net/forum?id=Dzpe9C1mpiv
https://github.com/tuananhbui89/Unified-Distributional-Robustness
https://arxiv.org/abs/2101.10027
https://github.com/tuananhbui89/ASCL


H. Phan, T. Le, T. Phung, A. Bui, N. Ho, D. Phung, “Global-Local Regularization Via Distributional
Robustness”. Accepted to AISTATS 2023.

T. Le*, A. Bui*, Tue. Le, H. Zhao, Q. Tran, P. Montague, D. Phung, “On Global-view Based Defense via
Adversarial Attack and Defense Risk Guaranteed Bounds”. Accepted to AISTATS 2022.

A. Bui, T. Le, H. Zhao, P. Montague, O. de Vel, T. Abraham, D. Phung, “Improving Ensemble Robustness
by Collaboratively Promoting and Demoting Adversarial Robustness”. Accepted to AAAI 2021. [paper,
code]

A. Bui, T. Le, H. Zhao, P. Montague, O. de Vel, T. Abraham, D. Phung, “Improving Adversarial Robustness
by Enforcing Local and Global Compactness”. Accepted to ECCV 2020. [paper, code]

NT Tran*, A. Bui*, NM Cheung, ”Improving GAN with neighbors embedding and gradient matching”.
Accepted to AAAI 2019. [paper, code]

NT Tran, A. Bui, NM Cheung, ”Dist-gan: An improved gan using distance constraints”. Accepted to
ECCV 2018. [paper, code]

HONOURS & AWARDS

2023 DAAD PostdocNetAI Fellowship in Generative Models, Germany.
2022 Top 10% Reviewer at AISTATS 2022.
2019-2023 Faculty of Information Technology’s Scholarship, Monash University.
2012-2015 Creative Idea Award for Research and Management at Viettel R&D Institute.
2012 Merit for excellent graduate student, HUST.
2012 Best Thesis Award in Thesis Defence, SET, HUST.
2012 Third prize in Student Conference on Scientific Research, HUST.
2007 Second prize in National Physics Olympiad for High School Students, Vietnam.

https://arxiv.org/abs/2009.09612
https://github.com/tuananhbui89/Crossing-Collaborative-Ensemble
https://arxiv.org/pdf/2007.05123.pdf
https://github.com/tuananhbui89/Adversarial-Divergence-Reduction
https://www.aaai.org/ojs/index.php/AAAI/article/view/4454/4332
https://github.com/tntrung/gan
https://arxiv.org/abs/1803.08887
https://github.com/tntrung/gan
https://www.daad.de/en/the-daad/postdocnet/fellows/fellows/#Bui

