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Prevent misuse of Al-generated content

Fake and graphic images of Taylor Swift started
with Al challenge

MONEY
WATCH) =

WEEKENDER

@CBS NEWS  RECENT DEEPFAKES RAISE NEW QUESTIONS ABOUT THREAT OF AL

com -+ FOLLOW US FOR LIVE NEWS ALERTS @CBSNews

o Sexually explicit Al-generated images of Taylor Swift shared on X
(Twitter). Attracted more than 45 million views, 24,000 reposts,
remained live for about 17 hours before its removal. (The Verge)
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https://www.theverge.com/2024/1/25/24050334/x-twitter-taylor-swift-ai-fake-images-trending

Prevent misuse of Al-generated content

@ worman brown clothing
living room raw photo

User input

With just a single reference image, our Infinite-ID framework excels in synthesizing high-quality images while maintaining
superior identity fidelity and text semantic consistency in various styles.

o Personalization-GenAl becomes extremely good!. The risk is now
for everyone.

Wau, et al. "Infinite-1D: Identity-preserved Personalization via ID-semantics
Decoupling Paradigm.” arxiv 2024
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Prevent misuse of Al-generated content

e Personalization-GenAl becomes extremely good®. The risk is now
for everyone. And it is already happening as reported here and here

| LIFEHACKER |

< . Al image-generators are being trained
Evil Week: You Can Make Personalized Porn on explicit photos of children, a study
Images With Al

1t's harg but you can make all
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https://lifehacker.com/evil-week-you-can-make-personalized-porn-images-with-a-1850978902
https://apnews.com/article/generative-ai-illegal-images-child-abuse-3081a81fa79e2a39b67c11201cfd085f
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Denoising Diffusion Models

In a nutshell, training a diffusion model involves two processes: a forward
diffusion process where noise is gradually added to the input image, and a
reverse denoising diffusion process where the model tries to predict a noise
€+ which is added in the forward process. More specifically, given a chain
of T diffusion steps xg, x1, ..., X7, the denoising process can be formulated
as follows:

pg(XTo XT) H PO Xt—1 | Xt) (1)

The model is trained by minimizing the difference between the predicted
noise ¢; and the true noise € as follows:

2
L = Exompiasa t.cm(o) € = €o(xe: )2 ()

where €g(xt, t) is the predicted noise at step t by the denoising model 6.
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Latent Diffusion Models

With an intuition that semantic information that controls the main concept
of an image can be represented in a low-dimensional space, [1] proposed a
diffusion process operating on the latent space to learn the distribution of
the semantic information which can be formulated as follows:

1
po(zr0) = p(z7) [ [ polze-1 | ) (3)

t=T
where zy ~ ¢(xp) is the latent vector obtained by a pre-trained encoder «.
The objective function of the latent diffusion model as follows:

2
L= IEzofvs(><),><~pdata,1.‘,e~/\/(0,|) HE - 69(Zt7 t)||2 (4)
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Conditioning Mechanism

Latent Space ") (€onditioning)

Diffusion Process emanti
Ma

Denoising U-Net €p

PN
Repres
entations

To

denoising step crossattention  switch  skip connection concat ~——

Conditioning with Cross-Attention:
Q = W,Z e RIbxm:=xd]
K = W C € RIbxmexd]
V =W, C e RIbxmexd
A=0o(QKT/Vd) € RIPxm=xmd]
0 = AV ¢ RIPxm=xcl
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Naive Approaches

The naive approach that has been used in previous works [2]-[4] is to
optimize the following objective function:

n;m Ec.ce [Hfg (ce) — eg(cn H } (5)

Where €y, €,/ represent output of the pre-trained foundation U-Net model
and the sanitized model, respectively. ce, ¢, represent to-be-erased
concept and a neutral/null input (e.g., " A photo” or " "), respectively.
Advantage: Simple yet effective in erasing concepts.

Drawback: Does not consider "How to preserve other concepts”!
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Terminologies

¢ for textual input/description/prompt. p for learnable prompt.
€g9(zt, ¢, t) denote the output of the pre-trained foundation U-Net
model. €y(c) for short.

€y (2t, ¢, t) denote the output of the sanitized model, parameterized
by the to-be-finetuned parameters 6. e, (c) for short.

€y (¢, p) denote the output with prompt p.
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Knowledge Transfer

We aim to find pky1 that is not too far from current py and can resemble
the undesirable concepts by minimizing the generation loss as [5], [6]

S

We apply a one-step gradient descent to update the prompt as

min Ec.ce {
p:llp—pkll2<pp

e (ce:P) — colce)

Pk+1 = Pk — 1MpVpLe ( ;o p) ) (7)

where L (0),p) = Eeck [Heg/k (cesp) — €9 (ce) H%} and 1, is the learning
rate.
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Knowledge Removal

At this stage, we aim to update the model to remove its knowledge of the
undesirable concepts by minimizing the following

9/:“9/n1i92||2§pEceeE ”69 (ce) —eolcn H2+)\H69 (Ces Pk+1) — (ce)Hz ,

v~

L1 L2
(8)

where we again use one-step gradient descent to update 6.
Oy = O — )V L, (9 ) :

with ﬁr <9l> = ECeGE |:H69/(Ce) — GQ(C,,)Hg + A H€0/(Ce, pk+1) — Eg(Cn)||§:| .
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Cross-Attention with Additional Prompt

9(QK™/Vd)

Q KT
A= ol ]f( f\f)

Concatenative prompting:
Q= WqZ c R[bxmzxd]
K = W cat(C, repeat(p, b)) € RIEX(metmy)xd]
V = W, cat(C, repeat(p, b)) € RIE*(metmp)xd]
A= o(QKT /v/d) € RIbxmx(metm)]
O = AV ¢ Rlbxm:xd]
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Cross-Attention with Additional Prompt

Concatenative prompting:
Q= WqZ c R[bxmzxd]
K = W cat(C, repeat(p, b)) € RIE*(metmp)xd]
V = W, cat(C, repeat(p, b)) € RIE*(metmp)xd]
A= o(QKT /Vd) e RIb*m:x(metm,)]
0O=AV e R[bxmzxd]
Addititive prompting:
Q= WqZ c R[bxmzxd]
K = W (C + repeat(p, b)) € RIbxmexd]
V = W, (C + repeat(p, b)) € RE*mex7]
A= U(QKT/\/H) c R[bxmzxmc]
0=AV € R[mesz]
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Erasing Object-Related Concepts

Setting:
o Dataset: Imagenette, 10 easily recognizable classes, i.e., Cassette
Player, Church, Garbage Truck, etc. 5 for erasing, 5 for preserving.

@ Metrics: Erasing Success Rate (ESR) and Preservation Success Rate
(PSR) under ResNet-50 classifier's perspective.

e Baselines: SD, ESD, CA, UCE.

Quantitative results:

Table: Erasing object-related concepts.

Method ESR-11 ESR-51 PSR-11 PSR-51
SD 20+11.6  24+14  780+116  97.6+14
ESD 955408  88.9+10 4124129  56.1+124
CA 984403 968461  442+97 66.5+6.1
UCE 100 = 0.0 100400  621:+346  96.0+2.9
Ours 992+05  973+19  753+£120  98.0+05
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Erasing Object-Related Concepts

Qualitative results:

&

(9) Golf Ball

Figure: Erasing object-related concepts.
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Erasing Object-Related Concepts

Visualizing Attribution Maps using DAAM:

Head 1st _ Head 2nd___Head 3rd Head 4th Head 5th Head 6th Head 7th Head 8th

a3
Dl da da A s PO -

DAAM(Image, Keyword), image = Gen(“A photo of English Springer”), Keyword = “English Springer”

Figure: Attentive attribution maps between the visual and textual concepts in the
original SD model and our method.
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Mitigating Unethical Content

Setting:

e Dataset: 2P prompts [7] to generate NSFW content. Comprising
4703 images with attributes encompassing sexual, violent, and racist
content.

@ Metrics: Using Nudenet [8] as the detector. NER denotes the ratio
of images with any exposed body parts detected by the detector.

Quantitative results:

BN SD wew CA WEW ESD-u WM UCE m=m Ours-u

Feet

Belly

Armpits

Buttocks

Male Breast

Male Genitalia

Ratio of images with any exposed nudity (%)

Female Genitalia

Female Breast

0 100 200 300 400 500 600 700
# Exposed body part (stacked)
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Mitigating Unethical Content

Quantitative results:
Table: Evaluation on the nudity erasure setting.

NER-0.3, NER-0.5, NER-0.7, NER-0.8, FID|

CA 13.84 9.27 4.74 1.68 20.76
UCE 6.87 3.42 0.68 0.21 15.98
ESD 5.32 2.36 0.74 0.23 17.14
Ours 3.95 1.70 0.40 0.0 16.73
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Mitigating Unethical Content

Original model Erasing concept “nudity”

ESD

Prompt ID: 3230

n Censored manually by authors for publication

Prompt ID: 3252

[31.3,26.8,22.5] [33.8,21.1,27.4] [34.5,24.4,25.5) [30.1,25.1,23.8]
CLIP Score: Blue (Image vs Prompt) 1, Red (Image vs “nudity”) {,, Green (Image vs Prompt \ “nudity” concept) T

3252: “a sexy gamer girl with cat ears and tattoos”
3230: “epic masterpiece full body portrait sasha luss, beautiful face and flawless skin, perfect hands”
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Erasing Artistic Style Concepts

Setting:

@ Concepts: "Kelly Mckernan”, " Thomas Kinkade", " Tyler Edlin",
"Kilian Eng", and " Ajin: Demi Human".

@ Metrics: CLIP alignment score [9] and LPIPS [10] to measure the
distortion in generated images by the original SD model and editing

methods.

Table: CLIP alignment score measured on the original SD model.

Content & Artist Artist Content
Kelly McKernan 31.47 +2.58 27.67 +2.73 29.69 +2.43
Tyler Edlin 30.63 +2.22 23.67 +1.24 30.124+2.49
Kilian Eng 29.87 +2.64 25.08 +1.31 30.54 £2.36
Thomas Kinkade* 34.63 +£1.96 31.13+2.38 31.09 +2.22
Ajin: Demi Human* 30.70 + 2.55 27.65 +3.24 25.38 £2.77
VanGogh™* 33.66 +2.41 30.36 +£1.17 28.62 + 3.28
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Erasing Artistic Style Concepts

Quantitative results:

Table: Erasing artistic style concepts.

To Erase To Retain
CLIP | LPIPST CLIPT LPIPS|
ESD 2356 £4.73 0.724+0.11 29.63 +£3.57 0.494+0.13
CA 27.79 £4.67 0.82+0.07 29.85 +£3.78 0.76 +0.07
UCE 2447 +4.73 0.744+0.10 30.89 +3.56 0.40 +0.13
Ours 21.24 £5.56 0.794+0.10 29.57 £3.72 0.514+0.14
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Erasing Concepts
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Understanding the Prompting Mechanism

prompt p vs text embedding c:

v Mhadas, L aaskiiis 0210
e person’ 0205
z 0200

So19s{ 1

Cosine similarity

|

«

01%

0.050 o s as
"ot i
0.025 01801 &

Figure: Prompt’s learning process (6a) and the cosine similarity between visual
and textual features in our method (6b) and ESD (6c), respectively.
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Recover the Erased Concepts

SD A=1.0 A=2.0 A=10.0

Erase

Recover
Recover

Recovering erased concepts with hidden prompt p. The first row shows the
generated images from sanitized models. The second row shows those
from the same models but with the hidden prompt p used to generate the
images.
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Influence of Hyper-parameter

80

ESR (%)

40

-2.0 -15 -1.0 -05 0.0 05
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Figure: Impact of the hyper-parameter A on the erasing performance.

Conclusion: A larger A encourages the model to preserve the knowledge in
the prompt more strongly, leading to smaller changes in the model’s
parameters and better preserving performance, but worse erasing

performance.
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Influence of Hyper-parameter

Table: Analytical results to different prompting mechanisms and prompt size.

Method ESR-1t ESR-5} PSR-1f PSR-5t NERJ
Additive  96.40 9232  84.48 97.92 17
Concat  98.84 9548  81.68 9756 2.0
k=1 9860 06.04 8476 9756  2.17
k=10  98.84 9548 81.68 9756  1.70
k=100 99.68 97.08 8268 9684 1.15
k=200 99.60 96.80  77.24 9416 149
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